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Abstract

Background: As systematic reviews’ limited coverage of the medical literature necessitates decision-making based
on unsystematic review, we investigated a possible advantage of systematic review (aside from dataset size and
systematic analysis): does systematic review avoid potential bias in sampling primary studies from high impact
factor journals? If randomized controlled trials (RCTs) reported in higher-impact journals present different treatment
benefits than RCTs reported in lower-impact journals, readers who focus on higher-impact journals for their rapid
literature reviews may introduce bias which could be mitigated by complete, systematic sampling.

Methods: We randomly sampled Cochrane Library (20 July 2005) treatment reviews that measured mortality as a
binary outcome, published in English or French, with at least five RCTs with one or more deaths. Our domain-based
assessment of risk of bias included funding source, randomness of allocation sequence, blinding, and allocation
concealment. The primary analysis employed logistic regression by a generalized linear model with a generalized
estimating equation to estimate the association between various factors and publication in a journal with a high
journal impact factor (JIF).

Results: From the 29 included systematic reviews, 189 RCTs contributed data. However, in the primary analyses
comparing RCT results within meta-analyses, there was no statistically significant association: unadjusted odds of
greater than 50% mortality protection in high-JIF (> 5) journals were 1.4 (95% CI 0.42, 4.4) and adjusted, 2.5 (95% CI
0.6, 10). Elements of study quality were weakly, inconsistently, and not statistically significantly correlated with
journal impact factor.

Conclusions: Journal impact factor may have little to no association with study results, or methodological quality,
but the evidence is very uncertain.
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Background
Most [1–5] but not all experts [6–8] recommend sys-
tematic review as the most authoritative information
source. On a per-study basis, systematic reviews are
cited more often than primary studies [9], but they cover
a limited number of topics [10]. The frequent, often ne-
cessary use of incomplete review despite epidemiologists’
preference for systematic reviews begs a question about
the “value added” by a systematic review. Recognized ad-
vantages of systematic reviews include limiting opaque
and inappropriate retrospective data review, obtaining a
larger sample [11], and exploring publication bias quali-
tatively. Does systematic review also avoid bias in select-
ing a sample to read up on the field of medicine [12,
13]? If randomized controlled trials (RCTs) reported in
higher-impact journals present different treatment bene-
fits than RCTs reported in lower-impact journals, then
unsystematic inclusion of higher- over lower-impact
journals from their rapid literature reviews may intro-
duce bias, whereas the systematic review’s complete
sample frame would protect against biased reading. Con-
versely, if there is no significant relationship between
journal impact factor (JIF) and effect size estimates,
there would be no evidence to support systematic sam-
pling of all studies to avoid bias in the selection of RCTs:
a lack of association would support a greater trust in the
primary data underpinning lay and rapid literature re-
views (albeit with the caveats mentioned above in terms
of data interpretation). Thus, the primary purpose of this
study was to determine whether clinical trials’ effect
sizes are associated with JIF.
If higher-JIF trials were also of higher-quality and at

lower risk of bias by design, then their results would be
more valid, independent of the quantitative association
between JIF and effect size. This makes study quality not
only a potential confounder in the relationship between
JIF and trial validity [14, 15], but also relevant in the
reader’s selection of primary studies to review. There-
fore, we investigated as a secondary objective whether el-
ements of study quality were associated with publication
in higher impact journals.

Materials and methods
Identification and selection of relevant studies
We used a multi-stage sampling strategy to identify sys-
tematic reviews that reported on mortality as an out-
come. We limited this review to the mortality outcome
due to its simplicity, universality, and reliability, in order
to limit confounding related to inter-study differences in
measurement. Using an electronic literature search of
the Cochrane Library (20 July 2005), we created a num-
bered list of potentially relevant systematic reviews: re-
views with mortality, survival, death, casualty, or
longevity in the title, abstract, or keywords. For the pilot,

we randomly selected systematic reviews until we ob-
tained two eligible systematic reviews that met our in-
clusion criteria. Then, a separate, computer-generated
list identified the remainder of the sample. Selection cri-
teria are described in Table 1. When a systematic review
included multiple eligible meta-analyses, two authors
(KY, MS) selected one meta-analysis based on the pre-
articulated principles of what they considered most clin-
ically relevant. RCTs were compared within meta-
analyses, as there they were independently matched by
the systematic reviewers for clinical and methodological
homogeneity (which reduces confounding). When there
were multiple study publications for a given RCT, the
“primary” journal publication was the first complete re-
port which reported on at least 85% of the total patients
and a primary study outcome.

Description of systematic reviews and RCTs
MS extracted the following data about the systematic re-
views: date of most recent substantive amendment, clin-
ical area, type of control, and number of systematic
review extractors. At the RCT level, MS used every ob-
tainable cited trial report to check the RCT-related data
published in Cochrane. RCT characteristics not pre-
sented in the Cochrane reviews were extracted directly
from the primary publications.
Cochrane always published data on mortality, on

which journal(s) published the RCT, and on grades of al-
location concealment. Other RCT data included in this
review were journal of publication of the primary re-
port1, country of study origin2, number of recruiting
centers, funding source, randomness of the allocation se-
quence, blinding, number randomized, number analyzed,
and analytical use of intent-to-treat. We used Web of
Science JIF from 1993 (closest to the median year of
publication and modeled as a continuous variable and
dichotomized [14, 15] into > 5 or ≤ 5, substituted by
2008 JIF in the 6% of RCTs where 1993 JIF was unavail-
able, not the 5-year JIF which had more missing data).
Assignment of grades of allocation concealment was

determined by the 2006 Cochrane handbook [16]—for
the purpose of this study, equivalent to the latest version
[17], with one extension. Our change was our assign-
ment of a “D” grade of allocation concealment (“not
done”) when no method of allocation concealment was
described, as opposed to a “B” (unclear). This distin-
guished RCTs with no description of allocation conceal-
ment from RCTs that described a partial method of
allocation concealment (e.g., a “B” from sealed enve-
lopes) and reflected the observation that not reporting

1First complete published report of the entire patient sample
2Country of first author
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allocation concealment usually reflects the lack of a de-
fined protocol for allocation concealment [15].
Disagreements between MS and the authors of the sys-

tematic reviews were resolved with a second author’s
opinion: DF or DM on methodology and KY on medi-
cine. JIFs were applied only after the other data was ex-
tracted, initially on a separate spreadsheet. Calculations
were deferred until after data collection was complete.

Statistical analysis
First, the unadjusted associations between JIF and RCT
statistical significance were considered across all studies,
not clustered with other RCTs from the same meta-
analyses. Single-predictor logistic regression models used
Stata 12.1, to model JIF as a predictor of statistically sig-
nificant RCT mortality differences: tests for the statis-
tical significance (p < 0.05) of each RCT employed a Z-
test calculator for comparison of two proportions [18].
The primary analysis described the relationship of ef-

fect size and other predictor variables with the outcome
of a high JIF (> 5), with odds ratios, p values, and 95%
confidence intervals (unadjusted in Table 4 and adjusted
in Table 5). A logistic regression by a generalized linear
model with a generalized estimating equation was used
to estimate the parameters considering a possible un-
known correlation within a systematic review. An odds
ratio greater than 1 suggested increased odds of higher
JIF. SAS version 9.3 was used to generate descriptive sta-
tistics and for the primary analysis (by SAS Institute Inc.
Cary, NC, USA.).
Secondary analyses employed multiple linear regres-

sion to determine whether or not the JIF was predictive
of the effect size: the effect size measured as relative risk

of mortality, standardized so that all relative risks were
less than or equal to 1 (Table 6).

Results
From a random sample of 430 of the potentially relevant
systematic reviews, 29 met our full eligibility criteria. The
most common reasons for systematic review exclusion
were having fewer than 5 RCTs with a death [19] per re-
view (32%), the review lacking data on mortality (28%),
and the entire review not being reported (31% of the total,
of which 95% were published review protocols and 5%
were reviews that had been withdrawn). See Fig. 1 for the
PRISMA flow diagram (and for the PRISMA checklist,
Additional file 1).
The characteristics of the included systematic reviews

and trials are listed in Tables 2 and 3. Most reviews
(93%) employed dual data extraction. Thirty-seven per-
cent of reviews compared two active treatments and cov-
ered a variety of clinical topic areas, but primarily adult
medicine.
Of the 308 potentially eligible RCTs, 189 were included

after exclusions for missing data (e.g., JIF unavailable for a
French journal) or for lacking an event in one of the trial
arms. Of the 189 included trials, only 10% defined mortal-
ity as the primary outcome, but 98% reported mortality
data in the primary paper. With regard to RCT internal
validity, 47% included a description of truly random se-
quence generation, 36% double-blinding, and 30% ad-
equate allocation concealment. Seventy percent of studies

Fig. 1 PRISMA flow diagram

Table 1 Selection criteria

a) Selection criteria for inclusion of systematic reviews

Human

English or French

Binary mortality outcome

5 to 30 eligible RCTs with at least one death

b) Selection criteria for RCT inclusion

Design Patient-level RCT (excluded if quasi-randomized or clus-
ter randomized*)

Population Human

Intervention
Any

Control Any

Outcome Mortality

Numerator/denominator in each group

Journal Journal impact factor ascertainable

*Quasi-randomized, e.g., alternating allocation, allocation based on chart
number, etc.; re: cluster-randomization, an exception was made for studies
which randomized mothers and counted neonatal deaths
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reported funding either from a peer-review (47%) and/or
industry (30%) source. The mean RCT publication year
was 1993, 11 years prior to the average publication year of
the systematic reviews.
First, the associations between JIF and statistical sig-

nificance were considered across all studies: not matched
with other RCTs from the same meta-analysis and not
adjusted for study quality. Then, JIF was a statistically
significant positive predictor of a statistically significant
difference in mortality rates: with an odds ratio of 1.09
per unit of JIF (p = 0.002) or 4.4 per log-transformed JIF
unit (p = 0.004). However, the primary analyses com-
pared RCT results within meta-analyses and adjusted for
confounders such as study quality: in these models, there
was no statistically significant association. In the primary
model, the odds of greater than 50% mortality protection
in high JIF journals were 1.4 (95% CI 0.42, 4.4.; Table 4)
and in the adjusted model 2.5 (95% CI 0.6, 10; Table 5).
In the secondary analysis, the relative decrease in mor-
tality rates increased 1.4% for each unit of JIF (95% CI of
the relative odds 0.96, 1.02; Table 6).
In the primary model, statistically significant individual

predictors of high JIF were larger sample sizes (OR 1.014
per ten subjects), multiple study centers (OR 2.9), and in-
dustry funding (OR 2.6). Also, in the primary model, p
values between 0.05 and 0.07 were observed for the indi-
vidual predictors “statistically significant mortality out-
come (OR 2.7)” and “medical domain.” These associations
were not statistically significant in the primary multi-
predictor model.
The trends toward increased rates of publication of tri-

als with safeguards against bias such as allocation con-
cealment, truly random sequence generation, and
double-blinding in higher-impact reports had p values of
association between 0.4 and 0.65 (Table 4); with adjust-
ment for other predictors, however, the adjusted odds of
clearly adequate allocation concealment in a high JIF
journal were lower, 0.53 (95% CI 0.26, 1.08; Table 5).
Mortality being a primary outcome was associated with
a trend toward higher odds of publication in a higher-

impact journal (OR 1.7, 95% CI 0.55, 5.0), but a smaller
effect size (relative odds 0.62, p = 0.18).

Discussion
This systematic review is novel in having investigated
the association between JIF and study results while
adjusting for potential confounders and items that may
introduce bias. Confounding limits the prior relevant in-
vestigations. In one study, a secondary analysis found no
statistically significant association of JIF and RCT

Table 2 Characteristics of systematic reviews (n = 29)

Systematic reviews

RCTs included per review, mean 7

Publication date, mean (range) 2004 (1998 to 2008)

2 or more independent data extractors 93%

Active control 37%

Topic areas

Medicine 59%

Surgery (including anesthesia) 15%

Pediatrics 15%

Obstetrics 11%

Table 3 Characteristics of trials (n = 189)

Mortality primary outcome 10%

Statistically significant for mortality 9%

Mortality reported in primary paper 98%

Multicenter 37%

Centers, mean number 10

Domain

Medicine 43%

Obstetrics 14%

Pediatrics 21%

Surgery 22%

Country

Canada/USA 33%

Europe 53%

Asia 4%

Other 11%

Random sequence

Unclear 54%

Y 46%

N 1%

Allocation concealment, grade

Adequate (A) 34%

Unclear (B) 27%

Inadequate (C) 2%

Not Used (D) 37%

Double-blind 39%

Analysis

Unclear 30%

As treated 29%

As randomized 41%

Publication year, mean 1993

External funding

Peer review 47%

Industry 42%

Not stated 11%

Patients in analysis, mean number (median) 563 (165)

Deaths, mean number (median) 56 (21)
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conclusions [20]; however, reviews of research proposals
[21] and of conference submissions [20] found tenden-
cies toward lower journal impact factor among statisti-
cally negative studies [21, 22]. Unfortunately, these
reviews did not match studies by clinical questions while
separating effect size estimates from testing for statistical
significance [22–24]. A review of highly cited clinical re-
search studies did find that the evidence they presented
for trial interventions was more positive than studies
published later on the same topic [23]; however, this
conflates JIF with publication year [24].
With studies unmatched by topic area, and statistical

significance as the outcome of interest, we observed a
statistically significant association between JIF and study
results: consistent with the results of previous studies
[21, 22] however limited by confounding. With effect
size rather than statistical significance as the measure of
treatment effect, with matching for study characteristics,

and with statistical adjustment for important quality-
related confounders, the odds were uncertain. The esti-
mated OR for greater than 50% mortality protection in
high JIF journals was 2.5 (95% CI 0.6, 10), and the esti-
mated odds of mortality in higher-JIF journals was 0.986
(95% CI 0.96, 1.02).
Also consistent with pre-existing studies, this study

weakly supports the use of higher-JIF studies due to
RCT design features that protect against bias. In the
past, a study of among alcohol intervention trials found
bivariate associations between study quality and JIF that
were attenuated to inconsistent non-significance in their
multi-predictor model [14]; in respirology, significance
of the relationship between JIF and adequacy of alloca-
tion concealment remained with a small magnitude of
association (OR 2.26) [15]. These design elements do
not appear to predict future citations [25].

Table 4 Univariate predictors of high impact factor (> 5)

Potential predictors Odds ratio (95% CI) p value

Effect size (relative risk) 0.66

0–0.5 1.367 (0.423, 4.415)

0.5–1 Ref

> 1 0.774 (0.399, 1.501)

Statistically significant 2.667 (0.962, 7.390) 0.06

Mortality is primary outcome 1.671 (0.554, 5.038) 0.36

Multicenter 2.880 (1.183, 7.011) 0.02

Medical domain 0.07

Medicine 6.872 (1.180, 40.027)

Obstetrics 3.325 (0.264, 41.731)

Pediatrics 1.727 (0.3096, 9.636)

Surgery Ref

Any industry funding 2.595 (1.102, 6.111) 0.03

Peer review funding 1.275 (0.489, 3.324) 0.62

Random sequence 1.352 (0.641, 2.852) 0.43

Allocation concealment,
clearly adequate (A) or not (BCD)

1.188 (0.616, 2.288) 0.61

Double-blind 1.564 (0.544, 4.503) 0.41

Analysis as randomized 0.09

Unclear 0.427 (0.158, 1.155)

As treated 0.320 (0.131, 0.783)

As randomized Ref

Sample size (every 10 increase) 1.014 (1.002, 1.026) 0.02

Country 0.84

Canada/USA 2.651 (0.257, 27.376)

Europe 2.108 (0.213, 20.864)

Asia Ref

Other 2.000 (0.183, 21.861)

CI confidence interval

Table 5 Multi-predictor model of high impact factor (> 5)

Potential predictors Odds ratio
(95% CI)

p
value

Effect size (relative risk) 0.43

0–0.5 2.48 (0.61, 10.1)

0.5–1 Ref

> 1 0.79 (0.32, 1.91)

Statistically significant 1.50 (0.47, 4.84) 0.50

Multicenter 1.34 (0.68, 2.62) 0.39

Medical domain 0.11

Medicine 4.25 (0.82, 22.2)

Obstetric 0.68 (0.06, 8.03)

Pediatrics 0.99 (0.17, 5.71)

Surgery Ref

Industry funding 1.61 (0.71, 3.67) 0.26

Peer review funding 0.99 (0.38, 2.57) 0.99

Random sequence 1.58 (0.63, 3.93) 0.33

Allocation concealment,
clearly adequate (A) or not (BCD)

0.53 (0.26, 1.08) 0.08

Double-blind 0.88 (0.21, 3.64) 0.86

Analysis as randomized 0.65

Unclear 0.60 (0.17, 2.09)

As treated 0.57 (0.18, 1.80)

As randomized Ref

Sample size (every 10 increase) 1.012 (0.997, 1.027) 0.12

Country 0.84

Canada/USA 2.60 (0.11, 63.0)

Europe 1.54 (0.06, 36.6)

Asia Ref

Other 2.42 (0.07, 84.7)

CI confidence interval
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Conversely, a larger review of RCTs found a relatively
large difference in the rate of adequate allocation con-
cealment (66% vs 36%).The similar, small relative differ-
ence in blinding of providers (53% vs 41%) was also
statistically significant [26]. Their comparison differed in
that studies were unmatched by topic, analyses were un-
adjusted, the sample frame was a narrower journal set,
and a higher threshold was set for “high” JIF.
As with this study, in bivariate analyses, higher-impact

factor journals reported on RCTs with larger sample
sizes, and studies more likely to be industry-funded [27];
this study also suggested a higher incidence of multicen-
ter studies. In both this study and larger review, the
trend was toward greater reporting of all-cause mortality
as a primary outcome [26].
Whether or not a low-magnitude association truly exists

between methodological quality and JIF, publication in
high-impact journals appears non-discriminatory in
selecting studies with design features that protect internal
validity, with larger and historically more industry-funded
studies being found in higher-impact journals [26]; how-
ever, the evidence remains very uncertain.
Together, the lack of association between JIF and study

results, and the limited association between JIF and meth-
odological quality, does not suggest that conservatively
incorporating individual RCTs into practice would intro-
duce significant bias in comparison to a systematic review
of published RCTs. This assumes a similarly cautious ap-
proach, e.g., the use of non-interim publications [28]; a
focus on mortality in this case, or to generalize, a similarly
common and measurable outcome; and the use of study

results independent of their statistical significance [29].
These published studies may present slightly greater effect
estimates than those found in the grey literature [30].
Non-systematic data review may be more bias-prone [31],
and a restricted approach to literature could sacrifice pre-
cision compared to systematic review. Rapidity of litera-
ture review and associated search restrictions exist on a
spectrum: whereas physicians typically search for less than
2min per question [32, 33], most published rapid reviews
include grey literature and multiple databases, while in-
cluding some literature search restrictions (e.g., on date or
language [34]). Regardless, this study’s results would sug-
gest that relevant, well-conducted primary research identi-
fied through rapid review through a search that is
potentially JIF-biased can inform practice.

Strengths and limitations
Several study strengths lend weight to this study and its
conclusions. High-quality data formed the basis of the
observation: RCTs with a consistent and reliable out-
come, in a wide variety of topic areas selected randomly
from a fairly unrestrictive sample frame. Matching of
studies was performed rigorously and independently of
us by content experts. Our statistical model also allowed
for quantitative adjustment for study characteristics,
aside from JIF, that may be associated with study results.
This study’s primary limitation is that its data repre-

sents a view of the literature from 15 years ago. Based on
what we can infer, we do not anticipate that this limita-
tion changed its primary conclusions about its null re-
sults. Publication bias has long been recognized;
however, as high-JIF journals’ disseminated response is
recent [1, 29], higher-JIF journals are probably publish-
ing negative studies at least as often as they did previ-
ously. Thus, if time biased this study’s results, we expect
a bias away from the null: (albeit speculatively) we would
not expect that temporal effects nullified an otherwise
observable association. Other limitations to this study’s
generalizability arose from selecting the sample from
systematic reviews of RCTs (which narrowed the sample
frame), our restriction to RCTs published in English or
in French, and removal of quasi-RCTs, which may have
removed the better-reported quasi-randomized RCTs
while keeping those that reported more poorly.
The primary threats to this study’s internal validity re-

late to its retrospective observational design. Though
systematic reviews match similar RCTs, a degree of re-
sidual confounding is inevitable. The data suggested as-
sociations between factors related to internal validity
and JIF [26] and between such factors and effect esti-
mates. It is impossible to fully control for such
confounders.
What further limits our statistical adjustments is that

almost all of the investigated associations were

Table 6 Multi-predictor model of mortality risk

Predictor Odds ratio (95% CI)* p
value

Impact factor in 1993 (per unit of
impact factor)

0.986 (0.96, 1.02) 0.37

Mortality is primary outcome 0.62 (0.31, 1.25) 0.18

Mortality in primary paper 1.25 (0.67, 2.33) 0.48

Centers, number 0.997 (0.98, 1.01) 0.64

Industry funding 0.93 (0.60, 1.43) 0.73

Peer review funding 1.08 (0.74, 1.59) 0.69

Random sequence 0.87 (0.59, 1.28) 0.47

Allocation concealed, clearly adequate
(A) or not (BCD)

1.42 (0.91, 2.20) 0.12

Double-blind 0.76 (0.48, 1.21) 0.25

Analysis as randomized 0.96 (0.56, 1.64) 0.88

Sample size 1.000076 (0.99989,
1.00026)

0.43

Europe 0.95 (0.60, 1.49) 0.81

Asia 1.02 (0.43, 2.39) 0.97

Other non-USA/Canada 0.80 (0.38, 1.71) 0.57

CI confidence interval
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imprecise, even where observed associations were of
similar magnitude to associations that were statistically
significant in earlier systematic reviews of similar num-
bers of trials [35, 36]. In choosing the mortality out-
come, which rarely was a primary RCT outcome, this
review selected an outcome that was rarely observed in
many studies, which decreased this review’s power both
to observe a difference in the primary outcome and to
adjust precisely for confounders.
Also, as suggested by the protective association be-

tween mortality as primary outcome and estimated rela-
tive risk, the study of mortality as a non-primary
outcome (91% of the sample) may not be representative
of other outcomes: as it may be less prone to bias and
less correlated to the reporting journal’s impact factor.
Future research on JIF and bias should focus on trials’
primary outcomes both to improve its precision and to
investigate the characteristics of the results that receive
the focus of reporting and dissemination.
In terms of measurement, it would have been preferable

to employ a pair of independent data extractors rather
than one of the main investigators. Also, for the resolution
of discrepancies, there was no advance calibration of
methods experts with each other, and allocation conceal-
ment was assessed via an old scale. However, the data ex-
tractor’s training and experience combined with the input
internationally recognized content experts supported the
validity of the data extraction.
Although in broad terms we employed the current ap-

proach of domain-based evaluation of risk of bias, we
did not separate the blinding of participants, personnel,
and outcomes as per more recent Cochrane review
guidelines [17]: neither did we systematically collect data
around attrition bias, which qualitatively was extremely
limited anyway in the studies’ reporting on their largely
non-primary outcomes [17]. Adding the above-described
details to the RCT descriptions would be unlikely to
modify this study’s conclusions, however.
A conceptual limitation in interpreting this study is that

the primary journal’s impact factor does not fully capture
each RCT’s cumulative impact on clinical practice. JIF
changes differently over time for different journals; however,
its rate of change is low [37], and, over time, across the jour-
nals we included in our study, the relationship among jour-
nals’ journal impact factors was fairly stable (data available
upon request). JIF does not account for secondary publica-
tions, conference presentations, guideline incorporation, lay
media, and social media. Reporting on the content even
within a primary paper is not homogeneous, as some results
are emphasized more than others [38, 39]. Nonetheless, the
impact factor of the original publishing journal appears to be
a critical determinant of the frequency of subsequent cita-
tions [25, 27] and inexorably reigns as the most recognized
principal measure of publication impact [40].

Conclusion
In conclusion, study results seem not to vary with JIF, and
the JIF may predict little in terms of methodological qual-
ity. The evidence is very uncertain. However, these obser-
vations would support the potential validity of readers’
unsystematic literature review: buttressing arguments for
sometimes using rapid literature review to guide practice
that is uninformed by a preexistent, up-to-date systematic
review [41].

Supplementary information
Supplementary information accompanies this paper at https://doi.org/10.
1186/s13643-020-01305-w.

Additional file 1. PRISMA checklist.

Additional file 2.

Abbreviations
CI: Confidence interval; JIF: Journal impact factor; OR: Odds ratio;
RCT: Randomized controlled trial; RR: Relative risk

Acknowledgements
Jessie McGowan provided valuable early-stage bibliographic advice.

Authors’ contributions
MS, DF, GW, KY, and DM contributed to the research idea and study design.
MS, DF, DM, and KY contributed to the data acquisition. MS, DF, GW, DM, TZ,
and TR contributed to the statistical analysis. KY contributed to the
supervision. Each author contributed significant intellectual content during
the drafting of the manuscript and revisions and accepts accountability for
the overall work. All authors read and approved the final manuscript.

Funding
This work was supported by summer studentship from Queen’s University,
Canada, which was not involved in study design, or data collection, analysis
or interpretation.

Availability of data and materials
The datasets used and/or analyzed during the current study are available
from the corresponding author on reasonable request.

Ethics approval and consent to participate
Not applicable.

Consent for publication
Not applicable.

Competing interests
The authors declare that they have no competing interests.

Author details
1Montfort Research Institute, 713 Montreal Road, Ottawa, Canada. 2Ottawa
Hospital Research Institute, 501 Smyth Road, Ottawa K1H 8L6, Canada.
3Department of Medicine, Queen’s University, 76 Stuart Street, Kingston K7L
2V7, Canada. 4University of Ottawa Heart Institute, 40 Ruskin St, Ottawa, ON
K1Y 4W7, Canada.

Received: 12 September 2018 Accepted: 20 February 2020

References
1. Dickersin K, Rennie D. Registering clinical trials. JAMA. 2003;290(19):516–23.
2. National Health and Medical Research Council. How to use the evidence:

assessment and application of scientific evidence. Assessing the evidence.
level of evidence. Commonwealth of Australia. 2000. http://www.nhmrc.gov.
au/publications/pdf/cp69.pdf. Accessed June 6, 2008.

Saginur et al. Systematic Reviews            (2020) 9:53 Page 7 of 8

https://doi.org/10.1186/s13643-020-01305-w
https://doi.org/10.1186/s13643-020-01305-w
http://www.nhmrc.gov.au/publications/pdf/cp69.pdf
http://www.nhmrc.gov.au/publications/pdf/cp69.pdf


3. Phillips B, Ball C, Sackett D, Badenoch D, Straus S, Haynes B, Dawes M.
Levels of evidence and grades of recommendations. Last revised May 2001.
Centre for Evidence-Based Medicine; http://www.cebm.net/levels_of_
evidence.asp. Accessed Feb 12, 2017.

4. Atkins D, Best D, Shapiro EN. The third U.S. Preventive Services Task Force:
background, methods and first recommendations. Am J Preventive
Medicine. 2001;20(3 Suppl 1):1–108.

5. Harbour R, Miller J. A new system for grading recommendations in
evidence based guidelines. BMJ. 2001;323(7308):334–6.

6. Briss PA, Zaza S, Pappaioanou M, Fielding J, Wright-De Aguero L, Truman BI,
et al. Developing an evidence-based Guide to Community Preventive
Services – methods. The Task Force on Community Preventive Services. Am
J Preventive Medicine. 2000;18(1 Suppl 1):35–43.

7. Bailar JC 3rd. The promise and problems of meta-analysis. N Engl J Med.
1997;337(8):559–61.

8. Ioannidis JPA, Cappelleri JC, Lau J, Bent S, Kerlikowske K, Grady D, et al.
Meta-analyses and large randomized, controlled trials. N Engl J Med. 1998;
338(1):59–62 Correspondence.

9. Patsopoulos NA, Analatos AA, Ioannidis JPA. Relative citation impact of
various study designs in the health sciences. JAMA. 2005;293(19):2362–6.

10. Swingler GH, Volmink J, Ioannidis JP. Number of published systematic
reviews and global burden of disease: database analysis. BMJ. 2003;
327(7423):1083–4.

11. Young C, Horton R. Putting clinical trials into context. Lancet. 2005;
366(9480):107–8.

12. Sackett DL. Bias in analytic research. J Chronic Dis. 1979;32(1-2):51–63.
13. Baker R, Jackson D. Using journal impact factors to correct for the

publication bias of medical studies. Biometrics. 2006;62(3):785–92.
14. Tanner-Smith EE, Polanin JR. Brief alcohol intervention trials conducted by

higher prestige authors and published in higher impact factor journals are
cited more frequently. J Clin Epidemiol. 2016;75:119–25.

15. Lu Y, Yao Q, Gu J, Shen C. Methodological reporting of randomized clinical
trials in respiratory research in 2010. Respir Care. 2013;58(9):1546–51.

16. Higgins JPT, Green S. Ed. Cochrane Handbook for Systematic Reviews of
Interventions 4.2.6 [updated Sept 2006]. In: The Cochrane Library, Issue 4.
Chichester, UK: John Wiley & Sons, Ltd.; 2006. Accessed June 13, 2009.

17. Higgins JPT, Green S (editors). Cochrane Handbook for Systematic Reviews
of Interventions Version 5.1.0 [updated March 2011]. The Cochrane
Collaboration, 2011. www.handbook.cochrane.org. accessed May 3, 2015.

18. Social Science Statistics Z Test Calculator for 2 Population Proportions http://
www.socscistatistics.com/tests/ztest/Default2.aspx accessed May 1, 2015.

19. Jüni P, Holenstein F, Sterne J, Bartlett C, Egger M. Direction and impact of
language bias in meta-analyses of controlled trials: empirical study. Int J
Epidemiol. 2002;31(1):115–23.

20. Als-Nielsen B, Chen W, Gluud C, Kjaergard LL. Association of funding and
conclusions in randomized drug trials: a reflection of treatment effect or
adverse events? JAMA. 2003;290(7):921–8.

21. Easterbrook PJ, Berlin JA, Gopalan R, Matthews DR. Publication bias in
clinical research. Lancet. 1991;337(8746):867–72.

22. Timmer A, Hilsden RJ, Cole J, Hailey D, Sutherland LR. Publication bias in
gastroenterological research - a retrospective cohort study based on abstracts
submitted to a scientific meeting. BMC Med Res Methodol. 2002;2(1):7.

23. Ioannidis JPA. Contradicted and initially stronger effects in highly cited
clinical research. JAMA. 2005;294(2):218–28.

24. Elvik R. Publication bias and time-trend bias in meta-analysis of bicycle
helmet efficacy: a re-analysis of Attewell, Glase and McFadden, 2001. Accid
Anal Prev. 2011;43(3):1245–51.

25. Gordon D, Cooper-Arnold K, Lauer M. Publication speed, reporting metrics,
and citation impact of cardiovascular trials supported by the National Heart,
Lung, and Blood Institute. J Am Heart Assoc. 2015;4(8):e002292.

26. Bala MM, Akl EA, Sun X, Bassler D, Mertz D, Mejza F, et al. Randomized trials
published in higher vs. lower impact journals differ in design, conduct, and
analysis. J Clin Epidemiol. 2013;66(3):286–95.

27. Filion KB, Pless IB. Factors related to the frequency of citation of
epidemiologic publications. Epidemiol Perspect Innov. 2008;5(3):1742–55.

28. Montori VM, Devereaux PJ, Adhikari NK, Burns KE, Eggert CH, Briel M, et al.
Randomized trials stopped early for benefit: a systematic review. JAMA.
2005;294(17):2203–9.

29. De Angelis CD, Drazen JM, Frizelle FA, et al. Is this clinical trial fully
registered?--A statement from the International Committee of Medical
Journal Editors. N Engl J Med. 2005;352(23):2436–8.

30. Hartling L, Featherstone R, Nuspl M, Shave K, Dryden DM, Vandermeer B.
Grey literature in systematic reviews: a cross-sectional study of the
contribution of non-English reports, unpublished studies and dissertations
to the results of meta-analyses in child-relevant reviews. BMC Med Res
Methodol. 2017;17:64.

31. Watt A, Cameron A, Sturm L, et al. Rapid versus full systematic reviews:
validity in clinical practice? ANZ J Surg. 2008 Nov;78(11):1037–40.

32. Ely JW, Osheroff JA, Ebell MH, Bergus GR, Levy BT, Chambliss ML, Evans ER.
Analysis of questions asked by family doctors regarding patient care. BMJ.
1999;319(7206):358–61.

33. Ramos K, Linscheid R, Schafer S. Real-time information-seeking behavior of
residency physicians. Fam Med. 2003;35(4):257–60.

34. Tricco AC, Antony J, Zarin W, Strifler L, Ghassemi M, Ivory J, et al. A scoping
review of rapid review methods. BMC Med. 2015;13:224.

35. Moher D, Pham B, Jones A, et al. Does quality of reports of randomised
trials affect estimates of intervention efficacy reported in meta-analyses?
Lancet. 1998;352(9128):609–13.

36. Schulz KF, Chalmers I, Hayes RJ, Altman DG. Empirical evidence of bias:
dimensions of methodological quality associated with estimates of
treatment effects in controlled trials. JAMA. 1995;273(5):408–12.

37. Falagas ME, Kyriakidou M, Spais G, Argiti E, Vardakas KZ. Temporal trends
(1999–2015) in the impact factor of biomedical journals published by US
and EU scientific societies. Rambam Maimonides Med J. 2018;9(2):e0012.

38. Page MJ, McKenzie JE, Kirkham J, Dwan K, Kramer S, Green S, Forbes A. Bias
due to selective inclusion and reporting of outcomes and analyses in
systematic reviews of randomised trials of healthcare interventions.
Cochrane Database Syst Rev. 2014 Oct 1;10:MR000035.

39. Yavchitz A, Boutron I, Bafeta A, Marroun I, Charles P, Mantz J, Ravaud P.
Misrepresentation of randomized controlled trials in press releases and
news coverage: a cohort study. PLoS Med. 2012;9(9):e1001308.

40. Bohannon J. Hate journal impact factors? New study gives you one more
reason. Science. July 6, 2016. http://www.sciencemag.org/news/2016/07/
hate-journal-impact-factors-new-study-gives-you-one-more-reason Accessed
June 5, 2017.

41. Hartling L, Guise JM, Hempel S, et al. Fit for purpose: perspectives on rapid
reviews from end-user interviews. Syst Rev. 2017;6(1):32.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

Saginur et al. Systematic Reviews            (2020) 9:53 Page 8 of 8

http://www.cebm.net/levels_of_evidence.asp
http://www.cebm.net/levels_of_evidence.asp
http://www.handbook.cochrane.org
http://www.socscistatistics.com/tests/ztest/Default2.aspx
http://www.socscistatistics.com/tests/ztest/Default2.aspx
http://www.sciencemag.org/news/2016/07/hate-journal-impact-factors-new-study-gives-you-one-more-reason
http://www.sciencemag.org/news/2016/07/hate-journal-impact-factors-new-study-gives-you-one-more-reason

	Abstract
	Background
	Methods
	Results
	Conclusions

	Background
	Materials and methods
	Identification and selection of relevant studies
	Description of systematic reviews and RCTs
	Statistical analysis

	Results
	Discussion
	Strengths and limitations

	Conclusion
	Supplementary information
	Abbreviations
	Acknowledgements
	Authors’ contributions
	Funding
	Availability of data and materials
	Ethics approval and consent to participate
	Consent for publication
	Competing interests
	Author details
	References
	Publisher’s Note

